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Summary

A bit of evolution and history of the field (in 2min)

integrating learning and reasoning (in 2min)

Neurosymbolic AI & computing: 
Vardi, Inspiration, and perspective (in 3min)

References & Afterword (in 1min)
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Or 20 years of 
Neurosymbolic AI





Vardi, Wolper, 1980s…



Neurosymbolic AI Headlines



Neurosymbolic AI in Industry

https://researcher.watson.ibm.com/researcher/view_group.php?id=10897
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What happened from 2006?

In the early 2000s: top ML/AI Conferences - virtually no papers 
which made any kind of use of Artificial Neural Networks

Exceptions: there was a paper on Neural-Symbolic Learning: 
Lamb, Borges & d’Avila Garcez, AAAI 2007.

So, how deep learning, a.k.a. deep artificial neural networks 
developed?

GE Hinton, S Osindero, YW Teh
A fast learning algorithm for deep belief nets. 
Neural computation 18 (7), 1527-1554, 2006.
In the same issue:

A. d'Avila Garcez, Luís C. Lamb:
A Connectionist Computational Model for Epistemic and 
Temporal Reasoning. Neural Computation 18(7): 1711-
1738 (2006)



Recent Developments
More attention to neural networks and symbolic AI 
2019 - 2022
(1)Fireside conversation: Hinton, LeCun, Bengio; Francesca Rossi

& Nobel Laureate Daniel Kahneman on thinking fast and slow and
its relation to neural networks and symbol manipulation.

(1)Henry Kautz’s The Third AI Summer - Robert S. Engelmore
Memorial Award Lecture: taxonomy for neurosymbolic computing

(1)David Cox’s, IAAI2020 Invited talk - neurosymbolic AI and its
implications on vision, language understanding, machine
commonsense, QA, argumentation and XAI.

2020/2022: 
(1) AI DEBATE #2: Moving AI Forward.
(2) AAAI2021 Panel on Neurosymbolic AI
(3) IBM Neuro-Symbolic Workshop, Jan. 2022
(4) Dagstuhl Seminars: 2014, 2017, 2019, 2022. 





Gary Marcus in the Great AI Debate, Montreal
23 december 2019.



A Small Step Towards integration: NSAI

Combines logical reasoning and neural learning: 

Computer Science Logic + Neural Computation

Neurosymbolic AI: Learning from experience and reasoning 
about what has been learned from an uncertain environment 
in a computationally efficient way. 

LEARN in order to REASON 
(& conversely)

They test hypotheses.

They use abduction, 
deduction and induction.



expressing several reasoning features, allowing for the 
representation of temporal, epistemic and probabilistic abstractions 
in computer science and AI.

(Fagin, Halpern, Moses, Vardi, 1995; Halpern 2005) 

Classic (and most valuable) Literature: 

Ronald Fagin, Joseph Y. Halpern, Yoram Moses, Moshe Y. Vardi:
Reasoning About Knowledge. MIT Press 1995. (all here today!)

Joseph Y. Halpern: Reasoning about uncertainty. MIT Press 2005

Why nonclassical logics? 



Conectionist Modal Logics

Modal logic goes beyond propositional reasoning: Gabbay 70s, 
Vardi,1996.

A proposition is necessary (box) in a possible world (state of affairs) if it is true in all 
worlds which are possible in relation to that world.

A proposition is possible (diamond) in a possible world (state of affairs) if it is true in 
at least one world which is possible in relation to that same world (reference state).

Modalities also used for reasoning about uncertainty (Halpern).

Relational learning/reasoning is notoriously hard.

There is continuous research on the need for modularity.



Learning to reason in connectionist models

• Insight: assume that (ensembles of) neurons are seen as possible worlds.
• Propositional Modal Logic => decidable fragment of FOL with two variables 

(see Gabbay 1970s, Vardi 1996). 
• Full solution of Muddy Children puzzle and other testbeds.

Garcez, Lamb, Gabbay. Connectionist Modal Logic. Theoretical Computer 
Science, 371: 34-53, 2007.
Garcez, Lamb. Connectionist Model for Epistemic and Temporal Reasoning. 
Neural Computation, 18:1711-1738, July 2006



Connectionist Modal Logics: Inference Rules

From logic inference to connectionist reasoning.

Say you want to learn the following:



Connectionist Modal Logics: Rules and Reasoning



Connectionist Modal Logics – translation or embedding



Connectionist Modal and Temporal Logics

Neural network ensembles correspond to possible worlds/states; 
modularity for learning; accessibility relations, disjunctive information.

THEOREM 2: For any modal/temporal logic program P there exists an ensemble 
of neural networks N such that N computes P. Garcez, Lamb, 2006.



Connectionist Modal/Temporal Logics

Knowledge evolves 
and is learned 
through time. 
See NIPS 2003, AAAI 
2007, NeCo 2006, 
IEEE TNN 2011



A Applying Connectionist Temporal Logics 

We consider the NuSMV model checker, 
and a neural network-based system 
(SCTL) to perform adaptation.

An initial description of a model can be 
expressed in NuSMV or as a temporal 
logic program. Also, it can be generalized 
from examples of the observed 
behaviour of an existing system

Borges, Garcez, Lamb, 
IEEE Trans. NN 2011
ICSE2011, ASE2011 and more



A Another relation to Vardi

This model can then be subject to verification 
by the NuSMV model checker. If the model 
does not satisfy the given properties, a set of 
counter-examples is returned.

These counter-examples can be used as input 
of the adaptation engine in order to obtain a 
new, improved model. This new model can be 
subject to the same process until the 
properties are satisfied.

See also:
Labor Division with Movable Walls: 
Composing Executable Specifications with 
Machine Learning and Search.
David Harel, Assaf Marron, Ariel Rosenfeld, 
Moshe Y. Vardi, Gera Weiss: AAAI 2019



Sepp Hochreiter - Defined LSTMs with Schmidhuber

S. Hochreiter: Towards a Broad AI, CACM, April 2022.
“A broad AI […] performs any cognitive task by virtue of its sensory perception, 
previous experience, and learned skills.” 

“The most promising approach to a broad AI is a neuro-symbolic AI, that is, a 
bilateral AI that combines methods from symbolic and sub-symbolic AI.

“GNNs are the predominant models of neural-symbolic computing.6”

[6] Lamb, L.C., Garcez, A., Gori, M., Prates, M., Avelar, P. and Vardi, M. Graph 
Neural Networks Meet Neural-Symbolic Computing: A Survey and Perspective.
IJCAI (2020)

https://cacm.acm.org/magazines/2022/4/259402-toward-a-broad-ai/fulltext


Neurosymbolic AI Open Challenges

(1) First-order logic and higher-order knowledge extraction
from very large networks that is provably sound and efficient,
explains the entire model and local network interactions and
accounts for different levels of abstraction.

(2) Goal-directed commonsense and efficient combinatorial
reasoning about what has been learned by a complex deep network
trained on large amounts of multimodal data.
• e.g. Learning to Solve NP-Complete Problems: A Graph Neural Network for

Decision TSP. M. Prates, P. Avelar, H. Lemos, L. Lamb, Moshe Vardi. AAAI-2019.

(3) Human-network communication: think of a multiagent system
that promotes communication/argumentation protocols between the
user and an agent that can ask questions and check her
understanding.

Constructing an AI system that truly understands what it 
does is a recurring theme in the current debate.



The combination of learning and reasoning should
offer an important alternative to the problem of
combinatorial reasoning by learning to reduce the
number of effective combinations, thus producing
simpler symbolic descriptions as part of the
neurosymbolic cycle.



Evolution of Neurosymbolic AI 

2003: A. D’Avila Garcez & Luís C. Lamb:
Reasoning about Time and Knowledge in Neural Symbolic Learning 
Systems. NIPS 2003: 921-928 – First Neurosymbolic System involving 
temporal logics of knowledge

2005: S. Bader and P. Hitzler, Dimensions of Neural-symbolic 
Integration – A Structured Survey, in: We Will Show Them! Essays in 
Honour of Dov Gabbay, Vol. 1., S.N. Artëmov, H. Barringer, A.S. 
d’Avila Garcez, L.C. Lamb, J. Woods, eds, College Pub., 2005.

2006: A d'Avila Garcez, LC Lamb, A Connectionist Computational Model 
for Epistemic and Temporal Reasoning. Neural Computation 18(7): 
1711-1738

2007: A. d’Avila Garcez, L.C. Lamb, D.M. Gabbay, Connectionist Modal 
Logic: Theoretical Computer Science, 371: 34-53.
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Afterword

“Discoveries typically aren’t made by people trying to solve a 
problem or invent something. Major discoveries are not made in 
the lab. They are made in the minds of scientists. Scientific 
research is what you do when you don’t know what you are 
doing.” 
Daniel Zajfman – Former President, Weizmann Institute of Science.

I wonder what’s going on in Moshe’s mind at the 
moment...

I still remember year 2000 (there is a story here)



Thank you, Moshe and Pam


