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Luis Lamb @Iluislamb - Feb 13
It seems that the literature shows that Turing, McCulloch & Pitts, Kleene,
von Neumann have shown interest in understanding the interplay of logic
and neural networks. @frossi_t @AvilaGarcez @GaryMarcus @vardi
#neurosymbolicAl
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Gary Marcus @GaryMarcus - Feb 13

for sure; i am working on an essay that mentions this. the unfortunate
division between schools didn’t seem to arise until some time the 50s
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2. A SCHEMATIC VIEW OF AUTOMATA
2.1 Loglcs and Automata

It has been pointed out by A. M. Turing (5] in 1937 and by W. S.
McCulloch and W. Pitts [2] in 1943 that effectively constructive logics,
that 1s, intultionistic logics, can be best studled in terms of automata.
Thus logical propositions can be represented as electrical networks or
(1dealized) nervous systems. Whereas logical propositions are built up by
combining certain primitive symbols, networks are formed by connecting
basic components, such as relays in electrical circuits and neurons in the
nervous system. A logical proposition is then represented as a "black box"
which has a finite number of inputs (wires or nerve bundles) and a finite
number of outputs. The operation performed by the box 1s determined by
the rules defining which inputs, when stimulated, cause responses in which
outputs, just as a propositional function 1s determined by its values for
all possible assignments of values to its variables.

There 1s one important difference between ordinary loglc and the
automata which represent it. Time never occurs in loglc, but every network
or nervous system has a definite time lag between the input signal and the
output response. A definite temporal sequence 1s always lnherent in the
operation of such a real system. This 18 not entirely a disadvantage. For
example, it prevents the occurence of various kinds of more or less overt
vicious circles (related to "non-constructivity", "impredicativity", and
the like) which represent a major class of dangers in modern logical sys-
tems. It should be emphasized again, however, that the representative
automaton contains more than the content of the logical proposition which
it symbolizes — to be precise, 1t embodies a definite time lag.
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Fig. 5. Representing intuitionistic negation.
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Connectionist computations of intuitionistic reasoning

Artur S. d’Avila Garcez® *, Luis C. Lamb®, Dov M. Gabbay*®



NEUROSYMBOLIC Al HEADLINES

] In a December 2020 publication, researchers Artur d’Avila Garcez and Luis Lamb
EI' digitqltrends BestProducts  ProductReviews  News [TNSNTONY neuro-symbolic A.l. as the "third wave" of artificial intelligence. Neuro-
symbolic A.l is not, strictly speaking, totally new. It's more like getting two of the

FEATURES world's greatest rock stars, who once battled at the top of the charts, together to

create a supergroup. In this case, the supergroup consists of self-learning neural

The future Of A.I.: 4 big thingS tO networks and rule-based symbolic A.l.
watch for in the next few years

"Neural networks and symbolic ideas are really wonderfully complementary to
each other," David Cox, director of the MIT-IBM Watson A.l. Lab in Cambridge,

By Luke Dormehl . . .
v Massachusetts, previously told Digital Trends. "Because neural networks give you

May 21,2021
CONTENTS ) the answers for getting from the messiness of the real world to a symbolic

representation of the world, finding all the correlations within images. Once you've

got that symbolic representation, you can do some pretty magical things in terms

The Machine

Making sense of Al of reasoning.”

Leading computer scientists [HUCERGVERHEILELLS
deb ate the next steps for AI in Cognitive scientist Gary Marcus, who cohosted the debate, reiterated some of the

key shortcomings of deep learning, including excessive data requirements, low

capacity for transferring knowledge to other domains, opacity, and a lack of

reasoning and knowledge representation.

- ) Written by Tiernan Ray, Contributing Writer
Q on December14, 2020 | Tople: Artficial Inteligence “One of the key questions is to identify the building blocks of Al and how to make

Al more trustworthy, explainable, and interpretable,” computer scientist Luis

Lamb said.

A panel talk Friday afternoon brought together Al scholars Gary Marcus, Yoshua Bengio, Daniel Kahneman, Luis Lamb, and
‘moderator Francesca Rossi, for a spirited discussion of where machines and humans differ in their processing of abstract thought,
logic, reason and many, many related questions.

NeurlPS 2020



NEUROSYMBOLIC AI IN INDUSTRY

IBM Neuro-Symbolic AI Workshop 2022 feedback

QOverview Speakers Organizers IBM Research  Research Areas v  Labs v  Disciplines  Blog

Neuro-Symbolic Al  feedback
IBM Neuro-Symbolic Al Workshop 2022
Unifying Statistical and Symbolic AI

Overview  Selected Publications Blogs & News  Awards & Recognitions

https://researcher.watson.ibm.com/researcher/view group.php?id=10897

IBM Research  Research Areas vV  Labs v  Disciplines  Blog

320+ 50+ 10+

Day 1, Session 1: Introduction -- (Replay)

Publications Projects Universify
18 January 2022 (08:30 - 10:40 ET) G Selisbonations
Time Topic Speaker
08:30 ET Workshop Introduction (10 mins) Lead: Alexander Gray (IBM) The Neuro-Symbolic AI (NS) initiative aims to conceive a fundamental new methodology for AL, to address
* Opening Words Speakers: Francesca Rossi (IBM), Murray the gaps remaining between today's state-of-the-art and the full goals of AL, including AGI. In particular it is

aimed at augmenting (and retaining) the strengths of statistical AI (machine learning) with the
complementary capabilities of symbolic or classical AI (knowledge and reasoning). It is aimed at a
construction of new paradigms rather than superficial synthesis of existing paradigms, and revolution rather
08:40 ET Invited talk 1: A Short on the History and Luis Lamb (Universidade Federal do Rio than evolution.

Evolution of Neurosymbolic AI (30 mins) Grande do Sul)

o Motivation and overview Campbell (IBM), Lior Horesh (IBM)

09:10 ET Neuro-symbolic AI overview (1 hour + 5 mins QA) Alexander Gray (IBM .
v ¢ QA) y (BM) =. Microsoft | Research Ourresearch v~  Programs & events ~  Blogs & podcasts v

10:15 ET General AI and Interactive fiction (30 mins + 5 Murray Campbell (IBM)
mins QA)

Day 1, Session 2: Learnable Reasoning -- (Replay)

Neuro-Symbolic Program Synthesis
18 January 2022 (11:30 - 13:40 ET)

Time Topic Speaker Emilio Parisotto, Abdelrahman Mohamed, Rishabh Singh, Lihong Li, Denny Zhou, Pushmeet Kohli
11:30 ET Learnable Reasoning (1 hour + 5 mins QA) Ndivhuwo Makondo (IBM), Hima Karanam 5th International Conference on Learning Representations (ICLR 2017) | February 2017
(IBM) A

12:40 ET Invited talk 2: Theory of real-valued logics (30  |Ron Fagin (IBM)
mins)



https://researcher.watson.ibm.com/researcher/view_group.php?id=10897

WHAT HAPPENED FROM 20067

IN THE EARLY 2000s: ToP ML/AI CONFERENCES - VIRTUALLY NO PAPERS
WHICH MADE ANY KIND OF USE OF ARTIFICIAL NEURAL NETWORKS

EXCEPTIONS: THERE WAS A PAPER ON NEURAL-SYMBOLIC LEARNING:
LAMB, BORGES & D’AviLA GARCEz, AAATI 2007.

S0, HOW DEEP LEARNING, A.K.A. DEEP ARTIFICIAL NEURAL NETWORKS
DEVELOPED?

GE HINTON, S OSINDERO, YW TEH

A FAST LEARNING ALGORITHM FOR DEEP BELIEF NETS.
NEURAL COMPUTATION 18 (7), 1527-1554, 2006.
IN THE SAME ISSUE:

A. DAVILA GARCEZ, Luis C. LAMB:

A CONNECTIONIST COMPUTATIONAL MODEL FOR EPISTEMIC AND
TEMPORAL REASONING. NEURAL COMPUTATION 18(7): 171 1-
1738 (2006)



RECENT DEVELOPMENTS

MORE ATTENTION TO NEURAL NETWORKS AND SYMBOLIC Al
2019 - 2022

(1)FIRESIDE CONVERSATION: HINTON, LECUN, BENGIO; FRANCEScA ROssI
& NOBEL LAUREATE DANIEL KAHNEMAN ON THINKING FAST AND SLOW AND

ITS RELATION TO NEURAL NETWORKS AND SYMBOL MANIPULATION.

(1)HENRY KAuTz’sS THE THIRD AI SUMMER - ROBERT S. ENGELMORE
MEMORIAL AWARD LECTURE: TAXONOMY FOR NEUROSYMBOLIC COMPUTING

(1)Davip Cox’s, IAAI2020 INVITED TALK - NEUROSYMBOLIC AI AND ITS

IMPLICATIONS ON VISION, LANGUAGE UNDERSTANDING, MACHINE
COMMONSENSE, (QA, ARGUMENTATION AND XAT.

2020/2022:

(1) AI DEBATE #2: MovING AI FORWARD.

(2) AAAI2021 PANEL oN NEUROSYMBOLIC AI

(3) IBM NEURO-SYMBOLIC WORKSHOP, JAN. 2022

(4) DaGsSTUHL SEMINARS: 2014, 2017, 2019, 2022.



> Luis Lamb
@luislamb

@vardi on thinking fast and slow, 2017. Att @jeublanc
@AvilaGarcez @frossi_t @pascalhitzler @erichorvitz

&M Moshe Vardi @vardi - Feb 11, 2020
A slide that | introduced in 2017. @luislamb @GaryMarcus

Logic vs. Machine Learning

Daniel Kahneman, Thinking, Fast and Slow, 2011:

e Machine Learning: fast thinking, e.g., “Is this a stop sign?”
e Logic: slow thinking, e.g., “Do you stop at a stop sign?”

Grand Challenge: Combine logic with machine learning!



Artur S. d'Avila Garcez
Luis C. Lamb
Dov M. Gabbay
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* Until roughly 2018, mainstream ML
largely ignored The Algebraic Mind

(RN RNEEEE RN

« But The Algebraic Mind inspired the i Neural-Symbolic
seminal book on neurosymbolic Cognitive Reasoning
approaches

* And, as we will see, Algebraic also
anticipated much of Yoshua's
current argument

@_ Springer

Neural-Symbolic Cognitive Reasoning

GARY MARCUS IN THE GREAT Al DEBATE, MONTREAL
23 DECEMBER 2019.




A SMALL STEP TOWARDS INTEGRATION: NSAI

COMBINES LOGICAL REASONING AND NEURAL LEARNING:
COMPUTER SCIENCE LoGIC + NEURAL COMPUTATION
NEUROSYMBOLIC Al: LEARNING FROM EXPERIENCE AND REASONING

ABOUT WHAT HAS BEEN LEARNED FROM AN UNCERTAIN ENVIRONMENT
IN A COMPUTATIONALLY EFFICIENT WAY.

LEARN IN ORDER TO REASON
(& CONVERSELY)

THEY TEST HYPOTHESES.

THEY USE ABDUCTION,
DEDUCTION AND INDUCTION.




WHY NONCLASSICAL LOGICS?

EXPRESSING SEVERAL REASONING FEATURES, ALLOWING FOR THE
REPRESENTATION OF TEMPORAL, EPISTEMIC AND PROBABILISTIC ABSTRACTIONS
IN COMPUTER SCIENCE AND Al.

(FAGIN, HALPERN, MOSES, VARDI, 1995; HALPERN 2005)

CLASSIC (AND MOST VALUABLE) LITERATURE:

RONALD FAGIN, JOSEPH Y. HALPERN, YORAM MOSES, MOSHE Y. VARDI:

REASONING ABOUT KNOWLEDGE. MIT PRESS 1995. (ALL HERE TODAY!)

JOSEPH Y. HALPERN: REASONING ABOUT UNCERTAINTY. MIT PREsSs 2005



CONECTIONIST MODAL LOGICS

MODAL LOGIC GOES BEYOND PROPOSITIONAL REASONING: GABBAY 70s,
VARDI, 1996.

A proposition is necessary (box) in a possible world (state of affairs) if it is true in all
worlds which are possible in relation to that world.

A proposition is possible (diamond) in a possible world (state of affairs) if it is true in
at least one world which is possible in relation to that same world (reference state).

Modalities also used for reasoning about uncertainty (Halpern).

Relational learning/reasoning is notoriously hard.

There is continuous research on the need for modularity.



LEARNING TO REASON IN CONNECTIONIST MODELS

* Insight: assume that (ensembles of) neurons are seen as possible worlds.
* Propositional Modal Logic => decidable fragment of FOL with two variables
(see Gabbay 1970s, Vardi 1996).

* Full solution of Muddy Children puzzle and other testbeds.

W3

Q1 L 01

::::::

)

Garcez, Lamb, Gabbay. Connectionist Modal Logic. Theoretical Computer
Science, 371: 34-53, 2007.

Garcez, Lamb. Connectionist Model for Epistemic and Temporal Reasoning.
Neural Computation, 18:1711-1738, July 2006



CONNECTIONIST MODAL LoOGICS: INFERENCE RULES

Say you want to learn the following:

Let P ={w) :r > Og; w1 : O0s > r;wy @ s, w3 : q > Op; R(wy,w2), R(wy,w3)}.

From logic inference to connectionist reasoning.

Table 1
Rules for modality operators

[R(w, g¢(w))]
: w1 : O¢, R(wy, ®7)

gp(w) 1 ¢ UE

— Q1 w2 - ¢

w: U

w:Qp @) : @, R(wy, w))
OFE O1
f(p(w) :(p,R(Cl), f(P(w)) w1 <>‘p




CONNECTIONIST MODAL LoGICS: RULES AND REASONING

Let P ={w) :r > Og; w1 : O0s > r;wy @ 5,03 : q > Op; R(wy,w2), R(wy,w3)}.

Fig. 5. The ensemble of networks {N}, N>, N3} that represents P.



CONNECTIONIST MODAL LOGICS — TRANSLATION OR EMBEDDING

Algorithm 2: Translation of e@-based programs
@-based_Translation(?)

- maxp (k)1 < <1
2 Define marp kT = Amin < 1

7 B Ay) I~ Arnin)
Define W > e 5t

foreach C; € Clauses(?) do
AddHiddenNeuron(N . h);
foreach o € body(C;) do
if in, ¢ Neurons(N) then
AddInputNeuron(N,in,);
‘ ActivationFunction(in,) « g(x);
AddLink(N.in, . W);

end
foreach ~ «a € body(C;) do
if in, ¢ Neurons(N) then
AddInputNeuron(N ,in,);
| ActivationFunction(in,) « g(x);
AddLink(N.in,. b, —W);

end
a «— head(C));
if out, ¢ Neurons(N) then

| AddOutputNeuron(N,out,);,
AddLink(N ., h;,out,. W);
Threshold(hy) « (Amn)&ED g7
Threshold(out,) «— Qs i )(1) -
ActivationF unction(h;) « 7)(.1‘):

ActivationF unction(out,) «— h(x);
end

27 foreach a € atoms(P) do

if (in, € neurons(N)) A (out,, € neurons(N)) then
| AddLink(N,out,.in,.1)

end
32 foreach in, € neurons(N) do
if (« = @"5) then
if 3i < n(outyig € neurons(N)) then
J « maximum(i),
AddDelayedLink(N.n — j,out igs in,);
else
| AddInputDelay(N,n,in,)

end

return N;
en




CONNECTIONIST MODAL AND TEMPORAL LoOGICS

Neural network ensembles correspond to possible worlds/states;
modularity for learning; accessibility relations, disjunctive information.
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THEOREM 2: For any modal/temporal logic program P there exists an ensemble
of neural networks N such that N computes P. Garcez, Lamb, 2006.



CONNECTIONIST MODAL/TEMPORAL LOGICS

Figure 4: Evolving knowledge through time.

KNOWLEDGE EVOLVES
AND IS LEARNED
THROUGH TIME.

SEE NIPS 2003, AAAT
2007, NeCo 2006,
IEEE TNN 2011



APPLYING CONNECTIONIST TEMPORAL LOGICS

Learning to Adapt Requirements Specifications of
Evolving Systems

/ LTL/CTL \] / NuSMV \ Observed System
.\ Property Descnpuo/ \ (Examples)
OA) % s | New Model ]
4 ¥ % 2, Description
CN S
&) Q
NuSMV 7 o 7\
Model Checker D : \ g
SCTL: 5 /2
~ Representation and 48
© '56‘55 Leaming Core Stae
e
NuSMV g™ /
Qunter-Examples i

Figure 1: General diagram of the proposed framework

Borges, Garcez, Lamb,
|[EEE Trans. NN 2011
ICSE2011, ASE2011 and more

We consider the NuSMV model checker,
and a neural network-based system
(SCTL) to perform adaptation.

An initial description of a model can be
expressed in NuSMV or as a temporal
logic program. Also, it can be generalized
from examples of the observed
behaviour of an existing system



ANOTHER RELATION TO VARDI

|/LTL/CTL\ / NuSMV Observed System
. Property \Descnpbo/ \ (Examples)

C‘,o ° % s [ New Model
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Model Checker A g \ g 1
SCTL: 5 /2
— Representation and &
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Figure 1: General diagram of the proposed framework

This model can then be subject to verification
by the NuSMV model checker. If the model
does not satisfy the given properties, a set of
counter-examples is returned.

These counter-examples can be used as input
of the adaptation engine in order to obtain a
new, improved model. This new model can be
subject to the same process until the
properties are satisfied.

See also:

Labor Division with Movable Walls:
Composing Executable Specifications with
Machine Learning and Search.

David Harel, Assaf Marron, Ariel Rosenfeld,
Moshe Y. Vardi, Gera Weiss: AAAI 2019



SEPP HOCHREITER - DEFINED LSTMsS WITH SCHMIDHUBER

S. HOCHREITER: TOWARDS A BroaAD AI, CACM, APRIL 2022.
"A BROAD AI [..] PERFORMS ANY COGNITIVE TASK BY VIRTUE OF ITS SENSORY PERCEPTION,
PREVIOUS EXPERIENCE, AND LEARNED SKILLS."

General Al

Human cognitive abilities Human-Level Abilities

Knowledge Adaptability Abstraction
and and and Efficiency Broad Al

Interaction Robustness Reasoning Broad Cognitive Abilities

Image Language Game Structure
Classification Processing Playing Prediction
Narrow Al
, Task-Specific Skills
ResNet Transformer OpenAl Five AlphaFold

"THE MOST PROMISING APPROACH TO A BROAD Al IS A NEURO-SYMBOLIC AI, THAT IS, A
BILATERAL AI THAT COMBINES METHODS FROM SYMBOLIC AND SUB-SYMBOLIC AT.

"GNNS ARE THE PREDOMINANT MODELS OF NEURAL-SYMBOLIC COMPUTING.S"

[6] LamB, L.C., GARcEz, A., GorI, M., PrRATES, M., AVELAR, P. AND VARDI, M. GRAPH
NEURAL NETWORKS MEET NEURAL-SYMBOLIC COMPUTING: A SURVEY AND PERSPECTIVE.

IJCAI (2020)


https://cacm.acm.org/magazines/2022/4/259402-toward-a-broad-ai/fulltext

NEUROSYMBOLIC Al OPEN CHALLENGES

(1) FIRST-ORDER LOGIC AND HIGHER-ORDER KNOWLEDGE EXTRACTION
FROM VERY LARGE NETWORKS THAT IS PROVABLY SOUND AND EFFICIENT,
EXPLAINS THE ENTIRE MODEL AND LOCAL NETWORK INTERACTIONS AND
ACCOUNTS FOR DIFFERENT LEVELS OF ABSTRACTION.

(2) GOAL-DIRECTED COMMONSENSE AND EFFICIENT COMBINATORIAL
REASONING ABOUT WHAT HAS BEEN LEARNED BY A COMPLEX DEEP NETWORK

TRAINED ON LARGE AMOUNTS OF MULTIMODAL DATA.

i E.G. LEARNING TO SOLVE NP-COMPLETE PROBLEMS: A GRAPH NEURAL NETWORK FOR
DECISION TSP. M. PRATES, P. AVELAR, H. LEMOS, L. LAMB, MOSHE VARDI. AAAI-2019.

(3) HUMAN-NETWORK COMMUNICATION: THINK OF A MULTIAGENT SYSTEM
THAT PROMOTES COMMUNICATION/ARGUMENTATION PROTOCOLS BETWEEN THE
USER AND AN AGENT THAT CAN ASK QUESTIONS AND CHECK HER
UNDERSTANDING.

CONSTRUCTING AN Al SYSTEM THAT TRULY UNDERSTANDS WHAT IT

DOES IS A RECURRING THEME IN THE CURRENT DEBATE.



THE COMBINATION OF LEARNING AND REASONING SHOULD
OFFER AN IMPORTANT ALTERNATIVE TO THE PROBLEM OF
COMBINATORIAL REASONING BY LEARNING TO REDUCE THE
NUMBER OF EFFECTIVE COMBINATIONS, THUS PRODUCING

SIMPLER SYMBOLIC DESCRIPTIONS AS PART OF THE
NEUROSYMBOLIC CYCLE.



Evolution of Neurosymbolic Al

2003: A. D’AviLA GARcCEzZ & Luis C. LAMB:

REASONING ABOUT TIME AND KNOWLEDGE IN NEURAL SYMBOLIC LEARNING
SYSTEMS. NIPS 2003: 921-928 - Fi1rsT NEUROSYMBOLIC SYSTEM INVOLVING
TEMPORAL LOGICS OF KNOWLEDGE

2005: S. BADER AND P. HITZLER, DIMENSIONS OF NEURAL-SYMBOLIC
INTEGRATION - A STRUCTURED SURVEY, IN: WE WILL SHOW THEM! ESSAYS IN
Honour ofF Dov GaBBAYy, VoL. 1., S.N. ARTEMOV, H. BARRINGER, A.S.
D’AviLA GArceEz, L.C. LamB, J. Woops, EDS, COLLEGE PuB., 2005.

2006: A D'AviLa GARceEzZ, LC LAMB, A CONNECTIONIST COMPUTATIONAL MODEL
FOR EPISTEMIC AND TEMPORAL REASONING. NEURAL COMPUTATION 18(7):
1711-1738

2007: A. p’AviLAa Garcez, L.C. LamB, D.M. GaBBAY, CONNECTIONIST MODAL
Logic: THEORETICAL COMPUTER SCIENCE, 371: 34-53.
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Neural-Symbolic
Cognitive Reasoning
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AFTERWORD

“DISCOVERIES TYPICALLY AREN’T MADE BY PEOPLE TRYING TO SOLVE A
PROBLEM OR INVENT SOMETHING. MAJOR DISCOVERIES ARE NOT MADE IN

THE LAB. THEY ARE MADE IN THE MINDS OF SCIENTISTS. SCIENTIFIC
RESEARCH IS WHAT YOU DO WHEN YOU DON’T KNOwW WHAT YOU ARE

DOING.””’
DANIEL ZAJFMAN - FORMER PRESIDENT, WEIZMANN INSTITUTE OF SCIENCE.

I WONDER WHAT’S GOING ON IN MOSHE’S MIND AT THE
MOMENT. . .

I STILL REMEMBER YEAR 2000 (THERE IS A STORY HERE)



THANK YOU, MOSHE AND PAM




